The Hong Kong University of Science and Technology
UG Course Syllabus (Spring 2025-26)

[Course Title] Machine Learning
[Course Code] COMP 4211
[No. of Credits] 3 credits

[Any pre-/co-requisites]

Pre-requisites: COMP 2211 AND (ELEC 2600 OR IEDA 2520 OR IEDA 2540 OR MATH 2411
OR MATH 2421 OR MATH 2431)

Exclusion: COMP 5212
Instructors: Nevin L. Zhang, Zihan Zhang

Emails: Izhang@cse.ust.hk, zihanz@cse.ust.hk

Course Description

This course provides a comprehensive coverage of the machine learning field. It introduces the
foundations of machine learning, such as optimization, regularization, and generalization. It
covers several traditional machine learning algorithms and various types of neural networks, such
as feedforward, convolutional, recurrent, and transformer models, as well as their applications to
computer vision, natural language processing, and generative modelling. The course also
includes selected advanced topics.

Intended Learning Outcomes (ILOs)
By the end of this course, students should be able to:

1. Understand issues involved in learning from data and the major types of machine
learning tasks.

2. Explain the principles underlying a variety of machine learning algorithms.

3. Apply a variety of machine learning algorithms to data.

4. Evaluate and compare the performance of different machine learning algorithms
according to common performance criteria.

Assessment and Grading

This course will be assessed using criterion-referencing and grades will not be assigned using a
curve. Detailed rubrics for each assignment are provided below, outlining the criteria used for
evaluation.



Assessments:

Assessment Task Contribution to Overall Course Grade (%) |Due Date
Programming assignments 6 tasks out of 8, each 3 TBA
Written assignments 4 tasks, each 3 TBA
Midterm exam 25 TBA
Final examination 45 TBA

Mapping of Course ILOs to Assessment Tasks

Assessed Mapped |Explanation
Task ILOs
Understand issues involved in learning from data and the major
types of machine learning tasks; Explain the principles underlying
: ILO1, . . . ) i .
Programming ILO2 a variety of machine learning algorithms; Apply a variety of
assignments ’ machine learning algorithms to data; Evaluate and compare the
ILO3, ILO4 . . , . .
performance of different machine learning algorithms according to
common performance criteria
Understand issues involved in learning from data and the major
Written ILO1, types of machine learning tasks; Explain the principles underlying
assignments ILO2, ILO3|a variety of machine learning algorithms; Apply a variety of
machine learning algorithms to data
Understand issues involved in learning from data and the major
Midterm exam |ILO1, ILO2 |types of machine learning tasks; Explain the principles underlying
a variety of machine learning algorithms
Final Understand issues involved in learning from data and the major
— ILO1, ILO2 |types of machine learning tasks; Explain the principles underlying
examination . , . .
a variety of machine learning algorithms

Grading Rubrics

Detailed rubrics for each assignment will be provided. These rubrics clearly outline the criteria
used for evaluation. Students can refer to these rubrics to understand how their work will be
assessed.



Final Grade Descriptors:

Grades | Short Elaboration on subject grading description
Description

Demonstrates a comprehensive grasp of subject matter, expertise in
Excellent problem-solving, and significant creativity in thinking. Exhibits a high

A Performance |capacity for scholarship and collaboration, going beyond core
requirements to achieve learning goals.
Shows good knowledge and understanding of the main subject matter,
B Good competence in problem-solving, and the ability to analyze and
Performance |evaluate issues. Displays high motivation to learn and the ability to
work effectively with others.
Possesses adequate knowledge of core subject matter, competence
C Satisfactory in dealing with familiar problems, and some capacity for analysis and
Performance |critical thinking. Shows persistence and effort to achieve broadly
defined learning goals.
Has threshold knowledge of core subject matter, potential to achieve
D Marginal Pass key professional skills, and the ability to make basic judgments.

Benefits from the course and has the potential to develop in the
discipline.

Demonstrates insufficient understanding of the subject matter and
lacks the necessary problem-solving skills. Shows limited ability to
F Fall think critically or analytically and exhibits minimal effort towards
achieving learning goals. Does not meet the threshold requirements
for professional practice or development in the discipline.

Course Al Policy

Generative artificial intelligence (GenAl) tools are allowed in completing the written assignments.
It should be stated clearly in the written assignments with detailed explanation on how the GenAl
tool is used (e.g., the entire set of prompts). For programming assignments, Al-generated codes
are strictly prohibited.

Communication and Feedback

Assessment marks for individual assessed tasks will be communicated via Canvas within two
weeks of submission. Feedback on assignments will include the marks received for each item
and the reasons for mark deduction. Students who have further questions about the feedback
including marks should consult the instructor within one week after the feedback is received
(before the close of the last teaching week).

Resubmission Policy

Except for special circumstances, resubmission for reassessment is not allowed for all
assessments.



Reference Books and Materials

Ethem Alpaydin (2020). Introduction to Machine Learning. Fourth Edition. MIT Press.

lan Goodfellow, Yoshua Bengio, and Aaron Courville (2016). Deep Learning. MIT Press.
Kevin P. Murphy (2022). Probabilistic Machine Learning: An Introduction. MIT Press.
Aston Zhang, Zachary C. Lipton, Mu Li, and Alexander J. Smola (2021). Dive into Deep
Learning. Cambridge University Press.

e Other assigned reading materials.

Academic Integrity

Students are expected to adhere to the university’s academic integrity policy. Students are
expected to uphold HKUST’s Academic Honor Code and to maintain the highest standards of
academic integrity. The University has zero tolerance of academic misconduct. Please refer to
Academic Integrity | HKUST — Academic Reqistry for the University’s definition of plagiarism and
ways to avoid cheating and plagiarism.



https://registry.hkust.edu.hk/resource-library/academic-integrity
https://registry.hkust.edu.hk/resource-library/academic-integrity

